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TL;DR: Fast, memory-efficient, even effective-
Mamba is the ideal drafter for speculative decoding.

Why Mamba for Speculative Decoding ?

1. Efficiency of Mamba as a drafter 

ü Mamba enables fast and memory-efficient decoding regardless of context length.
(Unlike Transformer-based drafters)

* Mamba / Mistral / EAGLE

External Transformer drafter Self-speculation with a single-layer Transformer

2. Effectiveness of Mamba as a drafter 

ü Mamba drafters achieve higher acceptance length than the Transformer 
(Better alignment with the distribution of larger Transformers, e.g., lower ECE)

ü Smaller Mamba offers significantly faster drafting speed compared to larger sizes.
(With a slightly lower acceptance length -> achieve higher throughput!)

Tree-Structured Drafting with Mamba

Given a tree configuration                                              ,                                             
     (      : draft length 
            : # of new nodes obtained by sampling from each node at the 𝑖!" generation)   

Pre-allocation of memory / Graph caching is applicable for acceleration 🔥

Method1) Efficient tree-structured drafting with batch generation
 

• Mamba: copying the current single state to predict the next token.
• Transformers: copying the current sequence length of the KV cache.

For generating multiple candidates per generation during the drafting step, 

Duplication overheads for batch generation is low in Mamba !

ü Batch generation of a total batch size, i.e.,  
ü Possible input size is deterministic, i.e.,  

ç

Method2) Test-time dynamic tree search using multi-armed bandit
 Thanks to fast drafting, Mamba can leverage different tree configurations.
       Formalize the tree search problem as a multi-armed bandit (MAB) at test-time!

At test-time, an acceptance   & draft length   tree is likely to be selected.

Given a tree configuration set                                      , choose         at round        
ü Optimization (using UCB)                                            

     
ü Reward                                          

ç

Reward # of accepted tokens

Draft length of tree 

Experiments

Mamba drafter outperform Transformer drafters of all sizes, and 
are even comparable to state-of-the-art self-speculation method ! 

Instruction-tuned models on instruction following tasks

Pre-trained models on language modeling tasks 

Long context scenario

Q1. Can Mamba be used with different target model without re-training? 

Mamba achieves throughput 
comparable to EAGLE, 
which is specifically trained for the 

target model.

Q3. Effects of test-time tree search

Preliminaries: Speculative Decoding (SD)  

SD is to generate candidate tokens with an efficient drafter and
verifying them in parallel with the target model.
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Discussion points  

Q2. Effects of tree-drafting
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