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TL;DR: Just think clearly-
               Removing KV Cache from redundant tokens improves reasoning for free.

Not All Tokens Matter for Reasoning

1. Existence of redundant reasoning tokens

ü Attention maps when the model fails to produce the correct answer 
(i.e., poor reasoning) and when it succeeds (i.e., good reasoning) 

              Poor reasoning leads to highly redundant attention patterns !

2. Attention score to </think>   
     

Improving Reasoning with Redundant Token Pruning

Step 1. Identifying redundant tokens via self-summarization  

Step 2. Step-aware eviction with hierarchical budget allocation
 

During an intermediate step of decoding, 
forward the following summarization prompt:

Experiments

Removing redundant tokens improves overall accuracy across 
mathematical benchmarks without any training ! 

Our method can be effective 
under aggressive compression.

(Qwen2.5-7B / Llama3.1-8B are reasoning LLMs distilled from DeepSeek-R1) 
 *  We perform eviction per every 200 / 300 generation steps 

(Random: uniformly at random 
  H2O: lowest accumulated attention)

Discussion points
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ü Attention scores associated with the end-of-thinking token </think>.
        </think> attends to key reasoning chunks that contain crucial information

               for deriving the final answer !

Attention weight 
from the </think> !

Token importance score

Use end of thinking token !

Aggregate importance score 
per reasoning step 

Given a token eviction budget     ,
Evict KV Cache of tokens from redundant steps 

# of evicted tokens per step

 * Parenthesis: response length 

Does token eviction itself 
leads to improved performance?

Component analysis Non-mathematical benchmark

(Summ: self-summarization 
  Step: step-aware token eviction)

(GPQA: Multiple-choice science)

Q1. Segment of reasoning steps

Overthinking methods hurt performance by removing output redundancy, 
while we improve accuracy by targeting internal redundancy.

Q2. Connection to overthinking 

Q3.  Which tokens are frequently evicted? 

They are punctuation marks / numbers that are contextually redundant.
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